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Abstract—Slow time relaxation of elastic moduli with typically logarithmic time dependence is observed in
many media interesting for materials science. This phenomenon is related to internal structure and is, hence,
important for the development of present-day materials. Here, we provide a general explanation showing a
close link between slow time phenomena and f luctuations on the microscopic and mesoscopic scales. We
look for the origin of slow time phenomena in random walk or diffusion processes on microscopic scales.
Some bonds occurring in the metastable state make a transition through the energy barriers due to small f luc-
tuations slightly perturbing the statistical equilibrium. If the number of the excited bonds is small compared
to the total number of bonds in a heterogeneous material, the process of the transition as a whole can be con-
sidered as mesoscopic f luctuations. Averaging over all transient bonds or states is revealed in the observed
macroscopic relaxation of elastic moduli, velocities, and others. The functional dependence on time in the
relaxation process has been shown to be controlled by the profile of energy barriers. The results obtained point
to their possible applications in materials science.
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1. INTRODUCTION
The response of solids to finite deformation is of

great interest in materials science. The nonlinearity of
a solid medium arising at small deformations has been
known since the 19-th century when experimentalists
showed an approximate character of Hooke’s law for
many materials [1, Para 2.2] or (see paragraph 2.2 in
[1]). A thermodynamic definition of this nonlinearity
was given in [2, 3] and was related to the Taylor expan-
sion of the free energy of elastic deformation. The
coefficients of the quadratic terms of strain tensor cor-
respond to the linear elastic moduli entering Hooke’s
law, while the higher-order terms correspond to phys-
ical nonlinearity. These coefficients reveal the proper-
ties of bonds between atoms, which is useful for mate-
rials science applications. A comprehensive historical
review of classical results is presented in the [4]. A
solid review of the theoretical background can be
found in Chapter 2 of [5]. This type of nonlinearity is
regarded to be classical [6–8].

It is well known that materials with a complex
internal structure (e.g., composites, ceramics, build-
ing materials) are characterized by acoustic nonlinear-
ity which is anomalous compared to homogeneous
materials (metals, crystals, and others) [9]. In this
case, deviations from Hooke’s law for the stress–strain
relation manifest themselves significantly not only in
values of higher elastic moduli but also in hysteresis

and relaxation processes. The interactions between the
structural elements in heterogeneous solids greatly dif-
fer from those in homogeneous ones, where bonds are
associated with atomic forces, energies, and so on [5].
The unusual properties of heterogeneous materials
due to contacts of various scales (structural nonlinear-
ity [9]) allowed distinguishing them as a separate class
[10]. Rocks (natural building materials) are the most
vivid example of heterogeneous media with strong
acoustic nonlinearity in view of a variety of spatial
scales of structural inhomogeneity formed over a long
(geological) time. Analogous properties are attributed
to artificial materials with a complex internal struc-
ture, such as cement, concrete, damaged ceramics and
glasses, etc., which enables nonlinear evaluation of
internal structure integrity [5, 9–14]. Two phenomena
have been observed separately or together: hysteresis
in the stress-strain relation and long-time relaxation.
The first phenomenon was defined in [5] as a fast time
process, the second one as a slow time process.
Numerous experimental results were systematized and
discussed in [5, 8]. Slow relaxation phenomena are
observed in absolutely different materials, both natural
and artificial on various scales [5, 10, 14–20], even on
large scales, like for earthquakes [21–23].

The first qualitative model of an intriguing slow
time relaxation phenomenon was proposed and com-
pared with the experimental data in [15]. The authors
58
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supposed that strong deformations during external
periodic loading (conditioning in terms of [5, 10, 15])
result in something equivalent to a frictional slip, as a
system of broken bonds is created. The logarithmic
relaxation was interpreted as the integral over a
smooth distribution of the activation energies with a
wide spectrum of values. The model [15] was success-
fully used for studying the complex kinetics of oil vis-
cosity in [19, 20]. By analogy with the theory of relax-
ation losses in f luids (see 81 in [24]), in [19] the vis-
cous media were assumed to be controlled by an
internal parameter characterized by the activation
energy similar to [15]. Solution of the Arrhenius type
equation provides a logarithmic time dependence for
the viscoelastic properties of the studied oils. Numer-
ous experimental data are presented in [19, 20]. A
thermoelastic mechanism of slow relaxation was pro-
posed in the paper [25]. The initial bond breaking was
related to the nonlinear effect of strain rectification,
while the subsequent slow time relaxation was
explained by thermally activated microscopic strains
with a wide spectrum of characteristic times of ther-
mal diffusion. The data presented demonstrate that
both conditioning and relaxation have the same loga-
rithmic dependence on time. The authors of [26] con-
sidered a package of smooth glass balls with adhesion
between them. They assumed that high-intensity con-
ditioning ruptures week bonds. Each bond is related to
individual surface energy and barriers, creating their
wide spectrum. After numerical simulation, actually
analogous to the direct integration made in [15], relax-
ation with logarithmic dependence on time was
shown. The correlation between fast and slow motions
was pointed in [27], although the time scales for condi-
tioning and relaxation processes were different contrary
to [25]. The authors of that paper treated the slow time
relaxation as non-equilibrium behavior (see also [28]).
Then they noted: “it is not clear whether a single uni-
versal mechanism or, rather, a specific material-
dependent one should be identified as the origin of
nonlinearity and non-equilibrium behavior”.

A physical model explaining the origin of both hys-
teresis nonlinearity and slow time relaxation in a het-
erogeneous medium was proposed in [29]. A heteroge-
neous medium within the framework of this model is
considered as a number of grains bonded by surface
forces of different nature [30]. According to [30, 31],
the interaction potential of rough contacts is a non-
monotonous function , where  is the distance
between the nearest points of contacting surfaces. This
potential has at least two equilibrium states (see exam-
ples in [31]) separated by barrier(s):  with

 corresponds to the main equilibrium state,
and  with  corresponds to the
secondary equilibrium state. If a detached bond is
close enough to the main equilibrium state, the attach-
ing–detaching processes provide nonlinear hysteresis
phenomena (a well-grounded phenomenological
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description is presented in [5, 32]). If a detached bond
is in the secondary minimum of the surface potential
and the barrier height is more than the kinetic energy
of thermal motions, then this bond is in a metastable
state with slow time relaxation. Slow relaxation was
presumably related for the first time to metastable
states inside solids in [16], where the observed loga-
rithmic dependence was explained using the Arrhe-
nius law for the local strain rate, and macroscopic
description was used.

Here we will show how the logarithmic time
dependence originates from microscopic f luctuations
due to random walking (diffusion). On the macro-
scopic scale, a logarithmic time dependence arises as
a result of averaging over bonds in metastable states.
Each bond can be considered as a structural element
on a mesoscopic or an intermediate scale. Thus, we
interpret slow time phenomena as multi-scale f luctu-
ations. The models proposed can be used in materials
science to evaluate the properties of promising mate-
rials.

The paper is organized as follows. Section 2 pro-
vides a brief description of the basic results of [29]. The
previously overlooked issue of the transition of a
detached bond to a metastable state is also explained in
this section. Section 3 describes the used surface
potential. Preliminary estimates of the characteristic
distances between two contacting surfaces are also
given in this section. In Section 4 we describe micro-
scopic f luctuations that lead to slow relaxation but are
not logarithmic in time. In Section 5 the f luctuation of
each metastable contact is considered on a mesoscale
(individual adhesive bonds) as a limiting case of bino-
mial distribution for all bonds in the heterogeneous
material. We will show in this section that, under some
reasonable assumptions, it is possible to obtain a loga-
rithmic time dependence for relaxing elastic moduli.
Section 5 also provides the description of the exci-
tation stage pointing to the reversibility in exci-
tation/relaxation processes and possible kinetic effects
in the excitation process. The results obtained are dis-
cussed in Section 6 and are compared with known
experimental data, confirming the proposed theoreti-
cal description. The conclusions are formulated in
Section 7.

2. PRELIMINARY ESTIMATIONS

The adhesion hysteresis occurs when the adhesion
layer stiffness is higher than that of curved elastic bod-
ies in contact (grains, roughness, and so on). Mathe-
matically this is formulated as , where the dimen-
sionless parameter [33] is

(1)
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Fig. 1. On the left: the dependence (4) of  on curvature radius  for glass balls with  J/m . The gray line and
area depict the influence of dissipative effects on . On the right: estimate of contact detachment time
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where  is the equivalent curvature
radius of two elastic bodies (e.g., balls) with curvature

radii ,  is the effective

Young modulus of two contacting bodies [34], and
 and  are the Young modulus and the Poisson

ratio of each body. According to the numerical simu-
lations, the adhesion hysteresis occurs if 
[33, 35]. If  there is no hysteresis; in this case, the
contact is broken and is restored at the same separa-
tion distance  between the nearest points of the con-
tacting bodies. If , adhesion hysteresis manifests
itself as a difference in  for contact breaking and res-
toration. In this case, the contact of two deformable
bodies with adhesion between them is described by the
model proposed in [36]. Here we use the expressions
from [35] that are more convenient than the ones pre-
sented in [36]:

(2)

where  is the external force pressing two balls
together,  is the contact radius,  is the variation of
the distance between the ball centers,  is the
adhesion coefficient. The thickness of the adhesion
layer within the framework of the model [36] is
assumed to be zero (adhesion layer stiffness is
infinite).

The bond strength or force  required to break the
contact is determined by the adhesion coefficient 
(material parameter) and curvature  of two contact-
ing bodies (geometrical parameter):
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where the “ ” sign corresponds to the force of ball
detachment. In the absence of adhesion ( ), the
contact of two elastic bodies is described by Hertz’s
theory [34] and body detachment occurs at .
When the condition ((3)) is fulfilled, the values of 
and  are

(4)

Here, the negative value of  corresponds to detach-
ment. When the contact is restored, .

Under uniform displacement  in a heterogeneous
medium, the local strain level  may be insuffi-
cient to break bonds with . Therefore, as was
shown in [29], the transition from classical nonlinear-
ity to nonlinear hysteresis has a threshold in the strain
level. This was first shown experimentally in [28].
Later a more rigorous experimental study was per-
formed [18], showing also the dependence of the
threshold mentioned on environmental conditions
(water content in porous space). The threshold value
of strain was estimated to be  in [29], which is
in a good agreement with the measured values [18, 28].
Within the framework of the model presented in [29]
we postulated that some broken contacts moved to the
secondary minimum where . Therefore, such
contacts no longer participated in the fast motions and
no hysteresis including contact restoration occurred
for them. The transition to a metastable state was not
described in [29], so it will be considered in what will
follow.

The value of  corresponds to the beginning of
instability when contact breaks. The instability occurs
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Fig. 2. An example of potential function ((5)) for  and  V. The upper plot depicts the sign of the second deriv-

ative .
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when the sum of elastic and surface energies has a
non-positive quadratic form [36]. After contact break-
ing, the separation distance . If this value is
close enough to the basin of attraction of the second-
ary minimum of the surface potential , the broken
contacts are in the metastable state. An example of the
dependence of  on curvature radius for glass balls is
presented in the left graph in Fig. 1.

All the above considerations do not take into
account kinetic effects which are very important in
adhesive bonds breakage. It is well known that the dis-
sipative processes play an important role, leading to an
increase in the effective value of the adhesion coeffi-
cient  by up to two orders of magnitude [37–39]. The
value of  is proportional to  (4). The correspond-
ing corrections due to dissipative processes are
depicted by the gray line and the light-gray area.
Below it is shown that the values of  plotted in Fig. 1
really correspond to the attraction area of the second-
ary minimum of surface potential .

Although kinetic effects are difficult to describe [38],
the speed of adhesive bond breaking is known to be
limited by Rayleigh wave velocity [39]. Therefore, the
time of the contact rupture  can be estimated as a
time required for the Rayleigh wave to pass a distance
of . The result of the corresponding calculations,
with adhesion coefficient multiplied by  to take
into account the dissipative effects, is presented on the
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right of Fig. 1. The highest frequency used for initiat-
ing slow time relaxation was about  kHz [14].

The product  (Fig. 1, right) is obviously
much less than unity, which means an early instant
transition of the broken contact in metastable state, if
other conditions are fulfilled.

3. MODEL OF SURFACE POTENTIAL
As pointed above, the potential of surface forces

usually has several secondary minima (see examples in
[31]). For the sake of simplicity, we consider the
model potential known as the DLVO potential which
has an analytical form [30]:

(5)

where  is the separation distance between the inter-
acting surfaces,  J is the Hamacker

constant,  J/K is the Boltzmann con-
stant,  is absolute temperature, and  m is
the characteristic atomic size. The second term in
square brackets describes strong repulsion of atoms
(see [30] for details). The factor  in the last term of (5)
depends on the ion concentration , surface charge
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Fig. 3. The barrier position (left) and the secondary minimum position (right). Black color corresponds to the absence of second-
ary minimum and barrier (no metastable state available).
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density and the Debye length . Other parameters

are , where  is the valency of ions,

 Q is elementary charge, ,  are
electric potentials for each of two contacting surfaces,

 F/m is absolute permittivity,  is rel-
ative permittivity of a f luid with solute ions between
solid surfaces. The maximum value of ion concentra-
tion is  m–3 and corresponds to a strong
salt solution.

The potential (5) is well known and was described
in detail in many sources (e.g. [30, 38]). Therefore, we
omit its detailed discussions. This potential has two
minima with separation distances  and  and a bar-
rier with  for some ion concentrations and elec-
tric potentials. Rock, concrete and other porous mate-
rials widely used in industry contain a sufficient
amount of f luid and ions between the grains even in
room conditions to be trustworthy recorded in elastic
moduli (e.g., the results of accurate measurements in
[40]). Therefore, the potential (5) is a good approxi-
mation for better understanding of slow and fast time
processes.

An example of (5) is shown in Fig. 2. The charac-
teristic values of the separation distances are depicted
by the labeled dashed lines. The upper plot in Fig. 2
shows the sign of the second derivative . The
areas for  are colored gray and correspond to
the stability intervals where there is an attraction either
to the main equilibrium or to the second minimum.

When discussing Fig. 1 we specified the conditions
under which the broken contact moves to a metastable
state. The results of the calculations of the potential (5)

λD
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for various values of  and surface potential
 are shown in Fig. 3. Typical values of 

corresponding to the barrier are  nm,
depending on ion concentration. Typical values of the
distance between two surfaces for the secondary min-
imum are  nm. Thus, if , some
broken contacts can move to the attraction basin of the
second minimum of (5) (see also the upper plot in Fig. 2).
Otherwise, when  or the transition time to the
second minimum of (5) is not small enough, the bro-
ken contact will be restored during the compression
stage of excitation. This case corresponds to nonlinear
hysteresis in the stress–strain relation or fast time phe-
nomena in terms of [5].

4. MICROSCOPIC FLUCTUATIONS IN SLOW 
TIME PHENOMENA

For estimating the time of the transition to the sec-
ondary minimum the problem should be considered in
more detail. The separation of two surfaces with adhe-
sion is a dissipative process [37–39]. The equilibrium
of surface interactions is mainly broken due to surface
charges and discharges, as well as triboelectricity
effects [38]. The presence of an electrolyte, which
implies the potential (5), reduces the contribution of
surface charges. But then ion movement becomes sig-
nificant. In general, all changes in an adhesive layer
should be referred to some kind of diffusion processes
[38]. Therefore, as we don’t know a real potential for
surface interactions, we can presume the existence of
diffusion processes without details concerning the
corresponding kinetic phenomena. For kinetic phe-
nomena with small changes of mean values in each
elementary act of interaction (e.g., molecules impact),
the kinetic equation is Fokker–Plank’s equation [41].

ρ
ψ = ψ = ψ1 2 h

−� 1 10bh
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Fig. 4. Transition to metastable state.
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As applied to the problem considered, this equation
can be written in the form

(6)

Here,  is the probability density of states (e.g.,
ion concentration) for a specified separation distance
between the surface,  is the dimensionless

time, the potential  equals  and 
if the contact is not broken and , other-
wise (see pages 143 and 162 in [30]). Equation (6) can
be considered as a model one only because no details
of kinetic phenomena are taken into account. There-
fore, to exclude possible misunderstanding we con-
sider the calculations as qualitative ones when this
equation is used.

The normalizing time  is
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and corresponds to the time of the transition to the
main state of equilibrium, when  and

 in (5). The numerical value on the right corre-
sponds to the contact radius calculated for  in (2).

The value of  is proportional to the temperature
and inversely proportional to the diffusion coefficient

, the curvature , the adhesion coefficient , and
the value of  (1). All these dependences seem reason-
able: if the adhesion effects are significant, the value of

 decreases. For normal temperature of about  K
and  m, which corresponds to  for

 J/m  (quartz, glass), the value of  in seconds
is estimated to be . The uncertainty is high-
est for the diffusion coefficient , because no specific
kinetic phenomena are considered for generality.
According to the reference books, a typical value of the
diffusion coefficient for transport phenomena in f lu-
ids is about  m /s. The diffusion of salt ions in
water at normal temperature and pressure is character-
ized by  m /s. Even with such a large discrep-
ancy in the value of , we have a very small character-
istic time  s. Therefore, the product

 for all known experimental data where slow
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time phenomena have been observed. In this case, no
terms describing an external source in the right-hand
side of (6) are required. We can consider changes of

 as a result of the initial perturbations with prob-
ability maximum at , when a contact has been
broken and all transient processes have been accom-
plished.

The result of numerical integration of (6) is pre-
sented in Fig. 4. The parameters of (5) were set arbi-
trary for illustrative purposes:  and

 V. Values of the distances in nanometers for
these parameters are:  , and

. The initial distribution

(8)

was Gaussian with  nm, which corresponds to
the same value of  at the moment of contact break.

The Gaussian distribution describes typical micro-
scopic f luctuations near the equilibrium state [42]. In
the equilibrium state, the stationary distribution is
Gaussian with  and the dispersion is

, which leads to a very small value of

 m2 for the main equilibrium
state. Note that for the metastable state, the probabil-
ity distribution is also of the Gaussian type with

 and . The main equilibrium
state is much narrower compared to the metastable
state (see Fig. 2); therefore, .

After contact (bond) breaking the distribution was
expected to have the same dispersion. Numerical inte-
gration of (6) for such small dispersion requires too
many nodes for the spatial coordinate , while no
qualitative changes were observed in the solution. For
this reason the dispersion was set  to allow
fewer nodes in the spatial coordinate of (6). Figure 4
shows that the time of the transition to the secondary
minimum is about . Bearing in mind the above
made evaluation of , the transition time is not more
than  seconds. This is much less than the period of
the conditioning signal used in all known experiments.
It is also clearly seen that the dispersion  during the
transition to the metastable state increases by virtue of
the inequality .

Therefore, we can describe the scenario of the aris-
ing metastable states. First, the metastable states are
initiated by the instability of a contact with adhesion.
This is due neither to the nonlinear effect of strain rec-
tification, as was supposed in [25], nor to some kind of
a frictional slip like that proposed in [15], although
such a slip can be qualitatively considered in this way.
Second, all further changes are due to the diffusion
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processes associated with a variety of transport phe-
nomena (diffusion of ions, charges, etc.). Third, a bro-
ken bond moves to the metastable state under specific
additional conditions only. Namely, after the fast
instability process, the distance between the ruptured
surfaces will be in the basin of attraction of the sec-
ondary minimum of surface potential. The time of the
transition to the metastable state is small enough com-
pared to the excitation periods. Therefore, the transi-
tion can be considered as an instant event.

The lifetime of the metastable state is determined
by the exponent of the barrier height relative to the
kinetic energy of thermal movements [43, paragraph
9.1.3] or (see paragraph 9.1.3 in [43]) or (see paragraph
9.1.3 in [43]):

(9)

Here  and ,  correspond to the posi-
tions of the barrier and the secondary minimum, and

 is used for the substitution of the pre-exponential
term in the first line of (9). Calculations of the potential
(5) with ,  V and  J/m  give

the following relation:  and
 except very small values of the curvature

radius  m. The condition (1) for the same
parameters leads to , which means that no hyster-
esis with bond breakage instability occurs (see also the
discussion in [29]).

The transition through the barrier to the equilib-
rium state with  is possible due to non-zero
probability

(10)

at . The probability distribution ((10)) describes
microscopic f luctuations for the second minimum of
the potential function  after external loading
(conditioning) is switched off. Note that (10) corre-
sponds to the equilibrium probability distribution and
the condition  is fulfilled due to microscopic
fluctuations.

The relaxation process in this case can be inter-
preted as proposed by I. Prigogine for the description
of chemical reactions with non-zero activation energy
[44, 45]: when the kinetic energy of a molecule is
higher than the activation energy (barrier), there
occurs a reaction, after which the Maxwell distribu-
tion of molecule velocities becomes slightly non-equi-
librium and relaxes to the equilibrium state, after
which the process continues. In other words, a small
f luctuation on the microscopic scale described by (10)
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Fig. 5. Changes of probability distribution during slow relaxation (on top) and potential profile (at the bottom).
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for a metastable state leads to the transition (10),
brackets are redundant the main equilibrium state.
The perturbations of (10), brackets are redundant are
too small to consider this distribution as an almost
equilibrium one because .

Numerical integration of (6) demonstrates the sce-
nario described above. The probability density evolu-
tion in the numerical solution of (6) is demonstrated in
Fig. 5. The last term in (6) was multiplied by  to
reduce the number of nodes in numerical integration
and the corresponding computation time. Further-
more, the too narrow distribution of (10) corresponds
to a numerically zero probability at , even if
double precision is used in calculations. Parameters of
the potential (5) are the same as in Fig. 4. The evolu-
tion of  is clearly seen in Fig. 5. The initial normal
distribution with maximum at  (metastable
state) slowly transforms to normal distribution with

 (equilibrium state). As the distribution disper-
sion  is inversely proportional to the second deriva-
tive of the surface forces potential , the final dis-
tribution becomes narrower than the initial one. The
population in metastable state decreases as a result of
the transition to the global equilibrium state. The

�( ) ( )p sp h p h

410

= ph h

( )p h
= sh h

= ph h
$

"( )U h
ACOUSTICAL PHYSICS  Vol. 69  No. 1  2023
relaxation time is estimated to be , with the dif-
fusion correction taken into account. Note that

 s is on the order of the relaxation time
observed (e.g., [15]).

5. FLUCTUATIONS ON MESOSCOPIC SCALES: 
THE ORIGIN OF THE LOGARITHMIC TIME 

DEPENDENCE

In the previous section we have shown that the pro-
cess of slow time relaxation originates on microscopic
scales due to diffusion processes. Individual bond res-
toration can also be considered as a f luctuation if there
exists an ensemble of bonds in metastable states. The
fluctuation of this type is not microscopic and is
related to mesoscopic scales. The term “mesoscopic”
was proposed by our colleagues [5] for the interactions
on the scale of grains, cracks, and the like in natural or
artificial materials. If the number of detached bonds is
large compared to unity within a representative vol-
ume but is small than the total number of bonds, the
probability distribution of states is a limit of binomial
distribution and is described as a Poissonian process
[42, paragraph 114]. Slow time relaxation is a hierar-
chical process that is explained in Fig. 6. Ten traces of
Brownian motion of particles (e.g., ions which are

1610 c7

∼16 310 10c7
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Fig. 6. Slow time relaxation as a hierarchical process: from thermal f luctuations on microscopic scales to bond fluctuations on
mesoscopic scales.
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more massive than the other molecules) are shown on
the left. These scales are described by the Fokker–
Plank equation (6) and two uneven surfaces become
much closer at the end of the corresponding diffusion
process. So, we now pass over to excited bonds. They
are represented by the red voids in the center of Fig. 6.
If the number of these excited bonds is very small
compared to the total number of bonds in a heteroge-
neous material, they can also be described as a relax-
ation process. This relaxation process takes place on
mesoscopic scale shown schematically in the center of
Fig. 6. Finally, this process is revealed in the observed
relaxation of macroscopic parameters as shown sche-
matically in the right part of Fig. 6, where a typical
measurement scheme and a relaxation graph are
depicted. Now we will show why the logarithmic
dependence arises if some additional requirements to
barrier energy values are satisfied.

For the Poissonian process, the probability that
there was no transition from the metastable to the sta-
ble state is

(11)

where  is the probability of the event within an
infinitely short time interval . The quantity  is
the velocity of the transition from the metastable to the
stable state over an infinitely short time interval .
This quantity is defined by the Arrhenius equation
[43, 45], which is the other side of the consequence of
the solution (9) of Fokker–Plank equation (see also
equation 5.2.174 in [43] and the discussion therein):

(12)
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Therefore, to evaluate variations of the elasticity
modulus , the integration over all possible  is
required. The values of  do not significantly differ
from zero (Fig. 2) and, hence, . As a result,
the relative change of the modulus or the modulus
defect is

(13)

where  is the barrier energy, depending on ion den-
sity and surface electric potential in (5), ,

, and  is the unperturbed value of the
modulus. Equation (13) implicitly presumes that
metastable states with  make bonds weaker and

.
Using (12) the quantity  can be expressed as

. After the substitution into the integral

(13) we obtain

(14)

where ,  are the minimal and

maximal values of ,  is the integral

exponential function [46], and  is the
characteristic energy. The substitution of  with
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Fig. 7. Modulus defect versus time at conditioning and relaxation stages. The solid light-gray line is discussed in Section 6.
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 is possible if  is a function that is smooth
compared to the exponential functions in the inte-
grand, so in this case .

Mathematical properties and tables for integral
exponential functions are available in [46]. For a very
small argument, , where

 is the Euler constant. At the beginning of
relaxation ; therefore, the initial value of the
modulus defect is

(15)

The term on the right corresponds to (12), and
 characterizes a (small) part of metastable states.

According to many experimental results,
 for the deformation amplitudes

; therefore,  as well.

The characteristic energy  obviously depends on
, while  depend on strain amplitude (see equa-

tions (3) and (4) above). For moderate strain ampli-
tudes, we can use the Taylor expansion for :

(16)

where  is the strain amplitude used in conditioning.
The linear dependence  means also a linear
dependence  because the function  was
assumed to be smooth. Therefore, the modulus defect
at the beginning of the relaxation process should be
linearly dependent on the excitation strain amplitude.
This dependence has been observed many times in
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experiments (see Fig. 7 in [47]). The quantity  in
(16) describes the experimentally observed threshold
for the slow time relaxation initiation [29, 47] (see also
Fig. 5 in [15]).

With increasing relaxation time, the value of 
becomes larger than unity. For a large argument,

 and the modulus defect for the times

 and  is

(17)

This time interval corresponds to the logarithmic
dependence of . For the time interval

, both integral exponents in (14) are equal to
zero and , which corresponds to the end
of the relaxation process. The overall duration of the
relaxation process is on the order of .

It is clearly seen from the equations considered
above that the logarithmic relaxation law is specified
by a wide spectrum of energy barrier values. Other-
wise, if this spectrum is narrow, the exponential type
of relaxation will be observed. This corresponds to
equation (13) with . Consequently,

The relaxation process can be long enough, while
the modulus defect relaxes exponentially.
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5.1. Logarithmic Dependence at the Excitation Stage
According to the description presented above, both

stages of conditioning and relaxation do not actually
differ from each other. Let us consider the transition of
some detached bonds with  through the bar-
rier. In this case, the microscopic f luctuations give rise
to a tail of distribution of the (8) type with

, and during the extension phase of exter-
nal excitation the broken contact can make a transition
to the metastable state. Although  values in (12) are
expected to be lower than at the relaxation stage, at the
beginning we will not distinguish between them for
simplicity. This allows us to show time reversibility of
both, conditioning and relaxation stages.

For the relaxation stage, it is reasonable to consider
the probability of absence of the transition (11). For
the conditioning stage, let us consider the opposite sit-
uation:

(18)
By repeating the procedures (11)–(14) we obtain

the following time dependence of the modulus defect:

(19)

The integral expression (see Eq. 5.1.39 in [46])

is used to derive (19).
It is seen that at  all values in the square brack-

ets in (19) cancel each other and . In
the limiting case , the integral exponential
functions approach zero and the modulus defect value
coincides with (15). The qualitative evolution of the
modulus defect for both conditioning and relaxation
stages is shown in Fig. 7. The solid black and gray lines
were calculated for  and . Values of 
were set arbitrary to show the trends in Fig. 7. The
function  is identical to the expression in square
brackets in (14) and to the analogous expression in
(19). It is seen that both  and  are the same
within time reversing and the processes of condition-
ing and relaxation are reversible.

The logarithmic time dependence at the condi-
tioning stage, described mathematically above, can be
treated from a physical standpoint. If the value of 
is slightly less than the barrier position , the “tail”of
the distribution (8) is in the attraction basin of the sec-
ond minimum. During each excitation (conditioning)
period, some microscopic f luctuated states are
attracted to this minimum. This corresponds to the
same tunnel effect as for the relaxation stage. It is clear
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that, in general, the  values are not equal to .
The difference , which is treated as the differ-
ence of the barrier heights at the pumping stage (19),
is not equal to that for relaxation (14). Still another dif-
ference between the conditioning and relaxation stages
is due to the kinetic energy (strain rate) contribution.

To account for kinetic energy we need to re-exam-
ine (12). When slow time relaxation is observed, the
probe wave amplitude used for  measure-
ments is very small. In this case, the quantity  is
determined by the internal structure only (sizes of
asperities, adhesion coefficient, etc.) and no perturba-
tions of (5) occur. During conditioning, strain ampli-
tudes can’t be considered small and the potential (5) is
perturbed by the kinetic energy of motion resulting
from external loading (conditioning). Simple consid-
erations based on the Bernoulli equation for a f luid
flow [24], point to pressure reduction in the contact
area by , where  is the density of the f luid and 

is the f luid f low velocity. The quantity  is a
kinetic energy per unit volume. The pressure reduc-
tion means that the repulsive forces due to a double
electric layer (the term proportional to ) in (5)
decrease. As a result, the barrier height decreases too
and (12) may be rewritten in the form

(20)

where  is the kinetic energy for the representative
volume in the contact area. The values of  become
less than  and equation (19) describes a faster pro-
cess than that for the relaxation stage. This is illus-
trated by the dashed gray curve in Fig. 7. The time
dependence of  at the conditioning stage
explains the observed dependence of slow relaxation
parameters on the excitation time [47] (see also Fig. 4
in [48]). If conditioning is insufficiently long, not all
barrier energies are excited. In this case, the difference

 in (14) becomes less than it could be. Presumably
this fact can explain two slopes in the logarithmic relax-
ation which were observed in [49] and detected in [47].

The curves shown by the gray lines in Fig. 7 are not
easy to measure because during conditioning the
modulus defect is caused not only by the slow time
process but primarily by the fast time process (modu-
lus perturbation due to nonlinear hysteresis). The hys-
teresis produces disturbances 
which are much larger than the residual value of

 typical for slow time relaxation. A
transient process with logarithmic dependence on
time has been observed in one series of our experi-
ments [18]. Due to deficient confidence of the data
obtained we did not include them in the article [18],
but it is worthy of notice that the time needed to reach
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Fig. 8. Histogram of the distribution of  for the parameter variation shown in Fig. 3.
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a saturated value of the modulus defect was much
shorter than the time of relaxation. The correlation
between the conditioning and relaxation processes was
noted in [27]. In Fig. 3 of this paper one can see that
conditioning is significantly faster than relaxation.
This is in a qualitative agreement with the kinetic
effects considered above and the mentioned difference

 for the conditioning stage. However, the illus-
trations presented in [27] cannot be used to reveal the
logarithmic dependence at the conditioning stage.

It is hard to make a correct theoretical estimation of
 in (20) because of many ambiguities. In our opin-

ion, the most appropriate way is to study kinetic effects
in experiments, where the strain amplitude is fixed,
while the frequency is variable. In this case, informa-
tion on the dependence of relaxation parameters on
strain rate could be obtained. To the best of our knowl-
edge, no such experiments have been performed yet.

5.2. Smoothness of Barrier Energy Distribution

As seen from (14), the universality in the logarith-
mic time dependence of relaxing elastic moduli origi-
nates from the smooth and wide distribution of the
barrier energies. The probability distribution of barrier
energies for the potential (5) for the parameter varia-
tion shown in Fig. 3 is depicted in Fig. 8. The plotted
histogram was calculated as follows. We set limiting
values of  and  V with small
increments for each parameter. Then for each param-
eter combination, the energy of the barrier, if any, was
recorded (about  individual values of barrier ener-
gies). Finally, all the found values were sorted in

−2 1U U
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< ρ < ρmax0 < ψ <0 0.5

610
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ascending order to plot the distribution presented in
Fig. 8.

We see that the probability to find barrier energy in
the interval  is almost uniform and
smooth. Therefore, our presumption that the proba-
bility  in the integrand (14) is smooth enough for
rewriting the integral with  multiplier, was cor-
rect. Thus, we can conclude that for all heterogeneous
materials, where relaxation with logarithmic time
dependence of the key parameter is observed, the
potential of the interaction of structural elements will
have an early uniform distribution of barrier heights.
Furthermore, if some deviation from the logarithmic
time dependence is observed, this points to non-uni-
formity of barrier energy distribution and can be used
as a diagnostic tool in materials science. From this
point of view, we intend to re-examine our condition-
ing results in [47, 48] in the near future.

DISCUSSION
As was pointed in the Introduction, Ref. [15] was

the first article where slow time relaxation was
explained. Curiously, the coefficient of the logarithm

of time in this paper formally coincides with 

in (14). The explanation in [15] implied a general
description of tunnel effects through the energy barrier
without detailed specification and discussion of the
physical nature of these barriers. Thus, we can con-
clude that although our colleagues made only a
generic description, their model is a good one, taking
into account additional considerations made in the
paper presented. Refs. [19, 20] mentioned in the
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Introduction are based on the results of [15]. It was
stated in [19] that in the transition from one equilib-
rium state to another, three stages are distinguished for
viscosity or any other internal parameter. This state-
ment is in a good agreement with the function  in
Fig. 7, where three stages are also well seen. The first
one corresponds to , the second to  and

, and the third to . The  curve looks
qualitatively like that in Fig. 6 in [19]. We also see at
least a qualitative agreement of the model proposed
here with those proposed in [19, 20].

It is interesting to compare the expressions
obtained above with the thermodynamic description
of time-logarithmic relaxation made before in [16, 29,
47]. The basic assumption in this case was that the
residual strain rate obeys the Arrhenius equation [44]:

(21)

where  is the Gibb’s activation energy, and  is the
pre-exponential multiplier slowly depending on tem-
perature. The Gibb’s potential is determined as

, where  is pressure,  is reference
volume, and  is entropy. In the considerations pre-
sented below we assume that the temperature is invari-
able.

By taking a natural logarithm of both sides of (21)
and differentiating over time we obtain the following
equation:

(22)

where the expression on the right was obtained by the
substitution , and the stress was expressed
using the unperturbed elastic modulus  and strain

: .
After integrating (22) twice the following equation

for residual macroscopic strain dependence on time
can be written:

(23)

where  is the residual dilation strain at the

beginning of relaxation, ,  is

initial strain rate, and .
The relative change of the modulus  is

(24)

where  is the quadratic nonlinearity parameter
[5–8] which links the change of modulus  due to
volumetric expansion .

The value of  in (24) can be evaluated by the order
of magnitude as , where  is defined by (12) for 
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equal to the maximum barrier value . The depen-
dence (24) is depicted by the solid light-gray line in
Fig. 7. For illustrative purposes, the parameters of this

curve were set to be , , and

. It is clearly seen that both (14) and (24)
lead to almost the same dependence, except for the
final stage of relaxation, where a simple description
becomes incorrect.

By comparing (24) with equation (14) obtained
above we can conclude that

(25)

The value of  is less or equal to unity because
it is a probability and, therefore, we have the inequality

 which simply reflects applicability of classi-
cal nonlinearity in the transition from (23) to (24).
Indeed, the Taylor expansion of the free energy of
elastic deformation described by classical nonlinearity
means small perturbations due to the higher order
terms , , etc. In this case, a much stronger inequal-
ity is required ; therefore,  will also be
much less than unity. It was suggested to consider the
quantity  as a material parameter (see Table 1 in [29]
and the corresponding discussion therein) if the
results of measurements are normalized to the same
conditioning strain amplitude. The last equality in
(25) confirms this suggestion.

It is easily seen that the derivation of the relaxation
law from (21) to (24) is much simpler than presented
in Sections 4 and 5 and leads to similar results. Thus,
we can state that the description of slow time relax-
ation using a simple approach does not contradict the
results presented in Sections 4 and 5.

Many contemporary materials, which are of great
importance for industry (ceramics, concrete, some
alloys), consist of grains or other structural elements [50].
As pointed above, nonlinear phenomena, including
slow relaxation processes are of key importance for
assessing internal bond interactions. To be sure in the
correctness of the proposed model the equations pre-
sented above need to be verified. The most detailed
experimental studies have been undertaken for rocks.
Hence, we use the corresponding experimental data,
although the theory presented above can be applied for
other materials as well.

Equation (14) allows evaluating material proper-
ties, such as the dependence of surface energy on the
separation distance between the grains. The combina-
tion of two integral exponential functions provides ini-
tial and final stages of the relaxation process. Fast
recording is needed to detect the initial stage of long-
term relaxation, which was done in [49]. Note that
such a detection is not easy to implement. For exam-
ple, very accurate measurements [15, 18] were made
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with a great amount of averaging, which masked the
initial relaxation stage. The initial stage of relaxation
like the one shown in Fig. 7 was clearly depicted in Fig. 6
in [47]. Therefore, Eq. (14) seems to be correct.

According to (15), the initial perturbation
. Relative changes in the elastic

wave velocity  (mainly compressional and also
shear wave velocity were measured in [18]), where “ ”
denotes an unperturbed value. The relative change in
the elastic modulus was twice the relative change of
velocity. The relative change of the compressional
velocity  at the beginning of relax-
ation after excitation with the deformation amplitude

 is shown in Fig. 6 of [47]. The data of Fig. 5 in
[15] for the same material (Berea sandstone) corre-
spond to the first readout of  for

the excitation deformation amplitude .
The conditioning deformation amplitudes in [49] were
twice those in [15], while the initial perturbation at the
beginning of relaxation was almost the same. This
implicitly confirms the proposed mathematical
description of the conditioning stage (the gray line in
Fig. 5). The excitation time in [49] was approximately

 orders of magnitude shorter than in [15]. There-
fore, conditioning was not fully accomplished and the
initial perturbation became smaller than possible for
the conditioning amplitude of deformation.

The coefficient of the logarithm of time is

 (17). This value was measured in [15] to

be  for  and should be doubled for
. The probability  is determined by the

initial perturbation and can be estimated as
. Therefore, the value of  is

about

(26)

The relaxation time was evaluated above as ,
where  are defined by (12). The  ratio deter-
mines the time of the end of relaxation divided by the
time of the relaxation beginning. This value is about

 as measured in [15]. Neglecting the pre-
sumably weak dependence of the pre-exponential
multiplier  on  in (12) we obtain

. With the above made assumption
regarding the  multiplier, the estimation obtained
is in a good agreement with (26). Other accurate mea-
surements of slow relaxation are presented in [18]. The
material studied was carbonate rock (building material
used for paving and casing). The initial value of

 for the excitation amplitude of

. The ratio of the relaxation end and begin-
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ning times is about . By repeating the operations
described above it is possible to obtain

,  and
 using the  ratio. Therefore, the

description of slow relaxation presented in this paper
does not contradict at least the experimental data from
two independent sources. In this case, we can use the
proposed model to evaluate the parameters of contact
energy profiles. Knowing the value of  or

 at the beginning of relaxation one can estimate
the fraction of weak contacts inside a heterogeneous
material. Thus, comparison with known experimental
data shows that the proposed model opens up import-
ant opportunities for materials science, as coherent
and comprehensive diagnostics of heterogeneous
materials becomes possible.

CONCLUSIONS

1. The analysis made reveals a hierarchy of relax-
ation processes occurring on microscopic and meso-
scopic scales, which result in slow time relaxation of
material parameters observed on macroscopic scales.

2. Microscopic f luctuations are the origin of slow
time phenomena on mesoscopic and macroscopic
scales. These f luctuations are thermally activated and
should be controlled by environmental parameters
influencing the diffusion rate.

3. The universal logarithmic time dependence of
relaxing parameters is described by mesoscopic f luc-
tuations if the energy barrier spectrum is wide and
smooth. Otherwise, a narrow spectrum leads to the
exponential law of relaxation.

4. The previously overlooked issue of the transition
of a heterogeneous medium to a metastable state has
been resolved. Key factors have been determined and
an analogy between conditioning and relaxation stages
has been found, indicating reversibility of the condi-
tioning and relaxation processes.

5. The proposed model provides an explanation of
the dependence of relaxation parameters on time and
conditioning amplitude. The kinetic effects have been
revealed and analyzed for the first time to the best of
our knowledge. A plan of future investigations has
been proposed.

6. All the above pointed issues can be used for non-
destructive material testing. The idea of using fast and
slow phenomena to detect defects of various types was
proposed earlier [11–14, 27]. We believe that the pro-
posed model makes diagnostics more coherent and
comprehensive.
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